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Abstract

Sufficient conditions to guarantee stability of MPC strategies require the use of a terminal cost function and a terminal constraint region [9]. This paper gives a procedure for removing the terminal constraint while maintaining asymptotic stability. This is specially interesting when the system is unconstrained on the state. In this case, the computational burden of the optimization problem does not have to be increased by introducing terminal state constraints due to stabilizing reasons.

A region in which the terminal constraint can be removed from the optimization problem is characterized. Two methods are proposed to enlarge this region: increasing the prediction horizon and weighting the terminal cost. Furthermore, procedures to calculate the stabilizing prediction horizon and the weighting factor for a given initial state are presented. Combining both, any stabilizable state can be controlled. The presented results are illustrated by the application to a CSTR.

1 Introduction

The ease with which MPC incorporates constraints on both the state and the input of the system has proved very successful in the process industry and in academia. Furthermore, a theoretical framework for analyzing such topics as stability, robustness, optimality, etc. for nonlinear systems has recently been developed: see [9] for a survey, or [1] for process industry application issues.

One of the most important results in the stability analysis of MPC is the addition of a terminal constraint based on an invariant set [10]. This technique improves previous terminal equality constraint results, but requires commutation to a local controller when the state reaches the terminal region. This is overcome by adding a terminal cost in the functional to be optimized [2]. In [9, 8], sufficient conditions on the terminal cost and terminal constraints are given, which generalizes previous MPC formulations. Thus, in the sequel, this stabilizing formulation will be denoted as the general MPC formulation. It is worth remarking that the addition of the terminal constraint provides feasibility all the time and restricts a local area where a terminal cost may be obtained.

The terminal constraint is added due to stabilizing reasons. We will show that under certain assumptions, it can be removed with no effect on the stability of the system. It may be interesting for instance, if the system is not constrained on the states. In this case, the terminal constraint is the only one that depends on the predicted state of the system. So, the removal of this constraint makes the problem much easier to solve that is, the computational burden is reduced. Early results on this topic were presented in [11] where a stabilizing MPC without terminal constraint is shown. In [5] these results are extended to the general MPC for unconstrained continuous time systems, where it is proved that the MPC without terminal constraint stabilizes the unconstrained system in a neighborhood of the origin. Recently, it has been proved in [4] that the general MPC without terminal constraint stabilizes the system for all initial state where the terminal constraint is not active.

This paper presents some new results on this topic. A region where the terminal constraint may be omitted is characterized. This characterization allows us to present two different ways to enlarge this region: increasing the prediction horizon and weighting the terminal cost. For a given initial state, procedures to obtain these parameters are provided. Thus, combining both, any stabilizable set may be stabilized. Furthermore, weighting the terminal cost, the proposed controller may reach the same domain of attraction than the general MPC.

The paper is organized as follows: first, the system considered in the paper is presented, and next, some results on MPC technique are shown. In section 4, previous results on the MPC without terminal constraint are summarized, and in section 5 a region where the terminal constraint may be omitted is presented. In the following section, both procedures to enlarge it are given, and finally the proposed controller has been applied to a CSTR. The paper draws to a close with a section of conclusions.

---
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2 System description

Consider a system described by a nonlinear invariant discrete time model

\[ x^+ = f(x, u) \]  

(1)

where \( x \in \mathbb{R}^n \) is the system state, \( u \in \mathbb{R}^m \) is the current control vector and \( x^+ \) is the successor state. The system is subject to constraint on both states and control actions, and they are given by

\[ x \in X \]  

(2)

\[ u \in U \]  

(3)

where \( X \) is a closed set and \( U \) a compact set, both of them containing the origin.

In what follows, \( x_k \) and \( u_k \) will denote the state and the control action applied to the system at sampling time \( k \). Consider a sequence of control actions to be applied to the system at current state \( x \). Then, the predicted state of the system at time \( j \), if the initial state is \( x \) (at time 0) and the control sequence \( u \) is applied, will be denoted as \( x(j) = \phi(j; x, u) \).

3 The MPC technique

The MPC control law \( K_N(x) \) is obtained by solving a constrained optimization problem at each sampling time and applying it to the system in a receding horizon way. The finite horizon nominal MPC optimization problem with terminal cost and terminal constraint is the most general way of formulating the MPC controller [9]. This problem \( P_N(x, \Omega) \) is given by

\[
\min_u V_N(x, u) = \sum_{i=0}^{N-1} \ell(x(i), u(i)) + F(x(N)) \\
\text{s.t. } x(i) \in X, u(i) \in U, i = 0, \ldots, N-1 \\
x(N) \in \Omega
\]

where \( x(i) = \phi(i; x, u) \).

Taking into account that the optimal minimizer \( u^*(x) \) depends only on the state \( x \) and the receding horizon policy, the control law is given by \( u = K_N(x) = u^*(0) \). Consider that the terminal cost and the terminal constraint satisfies the following assumption:

Assumption 1 Let \( \Omega \subseteq X \) be a neighborhood of the origin which is a control invariant set for the system with an associated Control Lyapunov Function (CLF) \( F(x) \) such that for all \( x \in \Omega \),

\[
\min_{x \in U} \{ F(f(x, u)) - F(x) + \ell(x, u) | f(x, u) \in \Omega \} \leq 0
\]  

(4)

The invariance condition imposed on the terminal region makes the optimization problem feasible all the time. Furthermore, since it is a local region, it is possible to compute a CLF for the constrained system such that (4) holds. Under these assumptions, the optimal cost function \( V_N^*(x) \) is a Lyapunov function for the closed loop system and its domain of attraction \( X_N \) is the set of states where the optimization problem is feasible.

If the terminal constraint is removed from the optimization problem, then \( x(N) \) may not be in \( \Omega \), and hence the terminal cost does not satisfies (4). Consequently, the optimal cost \( V_N^*(x) \) may not be a Lyapunov function for the system and the feasibility is not guaranteed all the time. In the following section, conditions under which the terminal constraint may be removed with no effect on the stability are presented.

4 Removing the terminal constraint

There are some predictive controllers with guaranteed stability which do not consider an explicit terminal constraint, as in [3, 11, 5, 4]. These controllers satisfy implicitly the terminal constraint by imposing additional conditions on the controller.

In [11] an MPC controller for constrained discrete-time systems is proposed. Stability is guaranteed by considering a quadratic terminal cost function \( F(x) = a \cdot x^T \cdot P \cdot x \). It is proved that, for any stabilizable initial state, there is a triple \( (a, P, N) \) such that the system is stabilized. In [5], stability of the unconstrained MPC for a continuous system is analyzed and it is shown that there is a neighborhood of the origin given by \( \Gamma = \{ x : V_N^*(x) \leq r \} \), where the unconstrained MPC controller without terminal constraint stabilizes an unconstrained system. If the region \( \Omega = \{ x : F(x) \leq \alpha \} \), then it is proved that \( r > \alpha \).

In [4], it is proved that by considering as terminal cost

\[
F(x) = \begin{cases} 
F(x) & x \in \Omega \\
\alpha & x \notin \Omega 
\end{cases}
\]  

(5)

the general MPC stabilizes asymptotically any initial state where the terminal constraint is not active, that is, in \( X_N = \{ x : F(x^+(N)) \leq \alpha \} \).
In the following section, a region where the terminal constraint is not active is characterized. This region depends on the design parameters of the optimization problem.

5 Characterization of the domain of attraction

In the sequel it will be considered that the terminal cost \( F(x) \) and the terminal region \( \Omega = \{ x \in \mathbb{R}^n : F(x) \leq \alpha \} \) satisfy assumption 1. Furthermore, it will be considered that the terminal constraint is removed from the optimization problem. Thus, the optimization problem is given by

\[
\min_u V_N(x,u) = \sum_{i=0}^{N-1} \ell(x(i),u(i)) + F(x(N))
\]

s.t. \( u(i) \in U, \ i = 0, \cdots, N - 1 \)
\( x(i) \in X, i = 0, \cdots, N \)

where \( x(i) = \phi(i,x,u) \). This problem is denoted as \( P_N(x,X) \).

The obtained results are based on the following lemma, which states that if the optimal sequence of inputs is such that the terminal state does not reach the terminal region, then all the trajectory is outside of the terminal region. This lemma is a generalization of a similar one in [11, 4].

Lemma 1 Consider the optimization problem \( P_N(x,X) \) such that \( F(x) \) and \( \Omega \) satisfy assumption 1. Let \( u^\ast \) be the optimal sequence of inputs for any \( x \in X_N \). If \( x^\ast(N) \notin \Omega \), then \( x^\ast(j) \notin \Omega \) for any \( j = 1, \cdots, N - 1 \).

Proof: Assume that \( x^\ast(N) \notin \Omega \) and there exists an \( i \in [0,N-1] \) such that \( x^\ast(i) \in \Omega \). Consider that

\[
\hat{u}^\ast(x) = \{ u^\ast(0;x), \cdots, u^\ast(N-1;x) \}
\]

is the optimal solution of \( P_N(x,X) \). Consider that \( \hat{u}^\ast \) is the solution of the optimization problem \( P_{N-1}(x^\ast(i),X) \). Then, in virtue of the optimality principle, we have that

\[
\hat{u} = \{ u^\ast(i;x), \cdots, u^\ast(N-1;x) \}
\]

and consequently the optimal predicted trajectory is the same, that is \( \phi(j,x^\ast(i),\hat{u}) = \phi(i+j;x,u) = x^\ast(i+j) \) for all \( j = 0, \cdots, N-1 \).

Since for all \( x \in \Omega, V_N^\ast(x) \leq F(x) \) [9], we have that

\[
F(x^\ast(i)) \geq V_N^\ast(x^\ast(i)) \geq F(x^\ast(N)) > \alpha
\]

Hence, \( x^\ast(i) \notin \Omega \), which contradicts the assumption. □

Consider a positive constant \( d > 0 \) such that

\[
\ell(x,u) \geq d, \quad \forall x \notin \Omega
\]

Note that this constant exists since \( \ell(x,u) \) is positively definite and \( \Omega \) is a neighborhood of the origin. For instance, if the stage cost is quadratic, i.e \( \ell(x,u) = x^T Q x + u^T R u \), the terminal cost is chosen as a quadratic function \( V(x) = x^T P x \) (derived for instance from a linear controller which stabilizes the linearized system) and the terminal region is \( \Omega = \{ x \in \mathbb{R}^n : x^T P x \leq \alpha \} \), then the constant \( d \) may be given by

\[
d = \lambda_{\min} \left( P^{-1/2} Q P^{-1/2} \right) \alpha
\]

where \( \lambda_{\min} \) denotes the minimum eigenvalue [6].

This definition and lemma 1 lead us to one of the main results of this paper. In the following theorem, a region where the MPC without terminal constraint stabilizes asymptotically the system is characterized. The main advantage of this region is that it depends explicitly on the parameters involved in the MPC, that is, the prediction horizon, the stage cost and the terminal region. This feature allows us to analyze the effect of these parameters on the size of the region. Therefore, based on this result, procedures to design the MPC such that this region is enlarged will be given. The following result and the aforementioned analysis are new results of this paper.

Theorem 2 Consider \( F(x) \) and \( \Omega = \{ x \in \mathbb{R}^n : F(x) \leq \alpha \} \) such that satisfy assumption 1. Then the MPC controller with \( N \geq 1 \) derived from \( P_N(x,X) \) stabilizes asymptotically the system for any initial state in

\[
\Gamma_N = \{ x \in \mathbb{R}^n : V_N^\ast(x) \leq \ell(x,K_N(x)) + (N-1) \cdot d + \alpha \}
\]

Proof: First, it is proved that for any \( x \in \Gamma_N \), the optimal solution satisfies the terminal constraint.

From lemma 1, it can be inferred that if the optimal sequence is such that the terminal region is not reached, then all the trajectory of the system is out of \( \Omega \) and hence

\[
V_N^\ast(x) > \ell(x,K_N(x)) + (N-1) \cdot d + \alpha
\]

for all \( N \geq 1 \). Therefore, for all \( x \in \Gamma_N \), we have that

\[
V_N^\ast(x) \leq \ell(x,K_N(x)) + (N-1) \cdot d + \alpha
\]

and consequently the optimal solution of the MPC satisfies the terminal constraint.

Secondly, it is proved that \( \Gamma_N \) is a positively invariant set for the closed loop system.

Consider that \( x \in \Gamma_N \), then \( x^\ast(N) \in \Omega \). Hence, in virtue of the optimality of the solution [9], we have that

\[
V_N^\ast(x^\ast(1)) \leq V_N^\ast(x) - \ell(x,K_N(x)) \leq (N-1) \cdot d + \alpha
\]

and consequently, \( x^\ast(1) \in \Gamma_N \).
Finally, asymptotic stability is a direct consequence from the previous statements and theorem 1.

It is easy to show that the set \(\Gamma_N\) contains the terminal region. Using similar arguments, it can be shown that the set

\[ Y_N = \{ x \in \mathbb{R}^n : V_N^*(x) \leq Nd + \alpha \} \]

is also a domain of attraction of the controlled system and it is contained in \(\Gamma_N\).

Theorem 2 is based on lemma 1, which is derived from the optimality of the solution. In spite of this fact, the proposed controller stabilizes the system in case of suboptimal solution of the optimization problem. Note that this is particularly interesting in case of nonlinear systems, since the optimal solution may be difficult, if not impossible, to compute. Sufficient conditions for asymptotic stability are stated in the following theorem. First, some properties are proved.

**Property 1** Consider \(F(x)\) and \(\Omega = \{ x \in \mathbb{R}^n : F(x) \leq \alpha \}\) such that assumption 1 holds. Let \(V_N^*(x, u)\) be the cost associated to a feasible solution \(u\) of the optimization problem \(P_N(x, X)\), then

(i) If \(V_N^*(x_k, u_k) \leq N \cdot d + \alpha\) then there exists a feasible solution \(u_{k+1}\) such that

\[ V_N^*(x_{k+1}, u_{k+1}) < V_N^*(x_k, u_k) \leq N \cdot d + \alpha \]

where \(x_{k+1} = f(x_k, u_k(0))\) is the state which the system evolves to.

(ii) For all \(x \in \Omega\), there exists a feasible solution \(u\) such that \(V_N^*(x, u) \leq F(x)\).

**Proof:** Consider that the system state is \(x_k\) and the obtained feasible solution \(u_k\) is such that \(V_N(x_k, u_k) \leq N \cdot d + \alpha\). Hence we have that

\[ V_N^*(x_k) \leq V_N^*(x_k, u_k) \leq N \cdot d + \alpha \]

Then \(x_k \in Y_N\) and therefore, the optimal trajectory reaches the terminal region. Thanks to this fact, from standard arguments of MPC [9] is inferred that there is a feasible solution \(u_{k+1}\) such that

\[ V_N^*(x_{k+1}, u_{k+1}) < V_N^*(x_k) \leq V_N^*(x_k, u_k) \leq N \cdot d + \alpha \]

Thus the first property is proved.

Based on these properties, stability of the suboptimal controller is proved in the following theorem.

**Theorem 3** Consider the MPC controller derived from the suboptimal solution of \(P_N(x, X)\) such that property 1 holds. Then the controller stabilizes asymptotically the system for all \(x_0 \in Y_N\) such that \(V_N^*(x_0) \leq N \cdot d + \alpha\).

**Proof:** For all \(x \in \Omega\) we have that \(\ell(x, u) \leq V_N^*(x) \leq F(x)\). Then, the suboptimal cost is a definite positive function locally bounded above by a Lyapunov function. Consequently, there exists a couple of \(K\) functions \(1 \gamma_1(\cdot)\) and \(\gamma_2(\cdot)\) such that \(\gamma_1(||x||) \leq V_N^*(x) \leq \gamma_2(||x||)\) [6].

Consider that \(x_0 \in Y_N\). Then there exists a solution \(u_0\) which may be the optimal) such that \(V_N^*(x_0, u_0) \leq N \cdot d + \alpha\). From property 1 we have that there exists a feasible solution such that \(V_N^*(x_k)\) is strictly decreasing along the system evolution. Consequently, asymptotic stability of the closed loop system is inferred [13].

**Remark 1** The condition (ii) from property 1 is a practical way of imposing the assumption stated in [12]: for all \(x\) in a neighborhood of the origin, the suboptimal solution is such that \(||u|| \leq \sigma(||x||)\), where \(\sigma(\cdot)\) is a \(K\) function. This condition can be easily guaranteed by checking it the first time that the system reaches \(\Omega\). If it is not satisfied, that is \(V_N^*(x_k) > F(x_k)\), then a sequence of suboptimal control actions given by the local controller should be considered as suboptimal solution.

### 6 Design of the MPC controller

The characterization of the domain of attraction allows us to establish procedures to design the controller in order to stabilize any given stabilizable state. The proposed methods are the following:

**6.1 Choosing a prediction horizon \(N\)**

It is well known that increasing the prediction horizon, the domain of attraction of the MPC (with or without terminal constraint [4]) is enlarged. Based on the previously stated results, a procedure to choose a stabilizing prediction horizon for a MPC without terminal constraint and for a given stabilizable initial state is presented.

Consider a given prediction horizon \(N\) such that \(x_0 \in X_N\) but \(x_0 \not\in \Gamma_N\), that is, \(V_N^*(x_0) > N \cdot d + \alpha\). Let \(V_N^*(x_0)\) be the optimal cost of the optimization problem \(P_N(x, \Omega)\). Consider a new prediction horizon such that

\[ M \geq \frac{V_N^*(x_0) - \alpha}{d} > N \]

1A function \(\gamma(a) : \mathbb{R} \rightarrow \mathbb{R}\) is a \(K\) function if it is continuous, positive, strictly increasing and \(\gamma(0) = 0\) [13].
then $V_N^*(x_0) = V_N^*(x_0) \leq V_N^*(x_0) = M \cdot d + \alpha$ and hence, $x_0 \in Y_M \subseteq \Gamma_M$. Therefore, it is stabilized by the MPC controller.

6.2 Using a weighted terminal cost
Consider $F(x)$ and $\Omega = \{x \in \mathbb{R}^n : F(x) \leq \alpha \}$ which verify assumption 1 and consider a weighted terminal cost given by $F_\lambda(x) = \lambda \cdot F(x)$, where $\lambda \geq 1$. It is easy to show that $F_\lambda(x)$ also satisfies assumption 1 in $\Omega = \{x \in \mathbb{R}^n : F_\lambda(x) \leq \lambda \cdot \alpha \}$.

Thus, considering the weighted terminal cost, the region $\Gamma_N(\lambda)$ is given by

$$\Gamma_N(\lambda) = \{x \in \mathbb{R}^n : V_N^*(x) \leq N \cdot d + \lambda \cdot \alpha \}$$

In this case, the set is denoted as $\Gamma_N(\lambda)$ to emphasize its dependence with this parameter. In the following theorem it is proved that the set $\Gamma_N(\lambda)$ is enlarged if $\lambda$ is increased.

**Theorem 4** Consider $F(x)$ and $\Omega = \{x \in \mathbb{R}^n : F(x) \leq \alpha \}$ such that satisfy assumption 1. Consider the MPC controller with $N \geq 1$ derived from $P_N(x; X)$ using a weighted terminal cost $F_\lambda(X)$, with $\lambda \geq 1$. Then for all $\lambda_0 \leq \lambda_1$, $\Gamma_N(\lambda_0) \subseteq \Gamma_N(\lambda_1)$.

**Proof:** For all $x \in \Gamma(\lambda_0)$ we have that

$$V_N^*\lambda_0(x) = \sum_{i=0}^{N-1} \ell(x^*(i), u^*(i)) + \lambda_0 \cdot F(x^*(N))$$

$$= \sum_{i=0}^{N-1} \ell(x^*(i), u^*(i)) + \lambda_1 \cdot F(x^*(N))$$

$$\geq V_N^*\lambda_1(x) \cdot (\lambda_1 - \lambda_0) \cdot F(x^*(N))$$

Considering that $F(x^*(N)) \leq \alpha$, then

$$V_N^*\lambda_0(x) \geq V_N^*\lambda_1(x) \cdot (\lambda_1 - \lambda_0) \cdot \alpha$$

(6)

Consider any $x \in \Gamma_N(\lambda_0)$, then $V_N^*\lambda_0(x) \leq N \cdot d + \lambda_0 \cdot \alpha$. From (6) we have that

$$V_N^*\lambda_1(x) \leq V_N^*\lambda_0(x) \cdot (\lambda_1 - \lambda_0) \cdot \alpha \leq N \cdot d + \lambda_1 \cdot \alpha$$

and then, $x \in \Gamma_N(\lambda_1)$, which completes the proof. □

Analogously, the enlargement of $\Gamma_N(\lambda)$ can be proved. Consequently, increasing the weighting factor of the terminal cost, the domain of attraction of the MPC controller without terminal constraint is enlarged.

Given an initial state $x_0$ in the interior of $X_N$, a procedure to obtain a weighting factor $\lambda$ such that the system is asymptotically stabilized is presented. First, it is necessary to compute a feasible solution (preferably the optimal one) considering as terminal region $\Phi = \{x \in \mathbb{R}^n : F(x) \leq \rho \cdot \alpha \}$ with $\rho \in [0, 1)$ and as terminal cost $F(x)$. Note that $\rho$ exists for any initial state in the interior of $X_N$.

The suboptimal cost of $P_N(x, \Phi)$, $V_N^*(x_0, u)$, is

$$V_N^*(x_0, u) = \sum_{i=0}^{N-1} L(x(i), u(i)) + F(x(N))$$

where the sum of the stage cost along the trajectory is denoted as $L_N$. Then, considering

$$\lambda = \frac{L_N - N \cdot d}{1 - \rho \cdot \alpha}$$

we have that $V_N^*(x_0) \leq V_N^*(x_0, u) \leq L_N + R \cdot \alpha = N \cdot d + \lambda \cdot \alpha$.

Therefore, the initial state $x_0 \in \Gamma_N(\lambda) \subseteq \Gamma_N(\lambda_1)$, and hence it is stabilized by the MPC controller.

The obtained $\lambda$ may be conservative, thus it can be reduced by a trial and error procedure. Note that the greater $\lambda$, the worse is $F_\lambda(x)$ as approximation to the optimal cost in $\Omega$, and thus, the greater is the difference with the optimal controller. In order to reduce this factor, the weighting factor may be reduced at each sample time, in such a way that

$$\lambda_{k+1} = \lambda_k - d / \alpha, \forall k \geq 0$$

until $\lambda_k$ is equal to one. In effect, consider that $V_N^*(x_k) \leq N \cdot d + \lambda_k \cdot \alpha$, then

$$V_N^*(x_{k+1}) \leq V_N^*(x_k) - (1 - \lambda_k \cdot \alpha)$$

$$\leq N \cdot d + \lambda_{k+1} \cdot \alpha$$

Finally it is worth remarking that using the proposed procedures, for any given stabilizable initial state, a couple of parameters $(N, \lambda)$ can be chosen such that the MPC controller without terminal constraint stabilizes the system.

7 Application to a CSTR

As an illustrative example the obtained results are applied to a continuous stirred tank reactor (CSTR). The continuous time model of a CSTR for an exothermic, irreversible reaction $A \rightarrow B$ with constant liquid volume is given by [7]:

$$\frac{dC_A}{dt} = \frac{q}{V} (C_{Af} - C_A) - k_0 \exp \left( - \frac{E}{RT} \right) C_A$$

$$\frac{dT}{dt} = \frac{q}{V} (T_j - T) - \frac{\Delta H \cdot k_0}{\rho \cdot C_p} \exp \left( - \frac{E}{RT} \right) C_A$$

$$+ \frac{U \cdot A}{\rho \cdot C_p} (T_c - T)$$

where $C_A$ is the concentration of $A$ in the reactor, $T$ is the reactor temperature and $T_c$ is the temperature of the coolant stream. The parameters of the model are: $\rho = 1000$ g/l, $C_p =$
0.239 J/g K, \( \Delta H = -5 \times 10^4 \) J/mol, \( E/R = 8750 \) K, \( k_0 = 7.2 \times 10^{10} \) min\(^{-1}\), \( U \cdot A = 5 \times 10^4 \) J/min K.

The nominal operating conditions are given by: \( q = 100 \) l/min, \( T_f = 350 \) K, \( V = 100 \) l, \( C_{A^f} = 1.0 \) mol/l. In these conditions, the steady state is \( C_{A^f} = 0.5 \) mol/l, \( T^o = 350 \) K and \( T^o_c = 300 \) K, which is an unstable equilibrium point. The temperature of the coolant is constrained to \( 280 \) K \( \leq T_c \leq 370 \) K. The state of the system and the control input is defined as

\[
x_1 = \frac{C_A - 0.5}{0.5}, \quad x_2 = \frac{T - 350}{20} \quad \text{and} \quad u = \frac{T_c - 300}{20}
\]

The model is discretized using a sampling period \( T_s = 0.03 \) min. The stage cost used is \( f(x,u) = 10 \cdot x^T \cdot x + u^T \cdot u \). The system is locally stabilized by a linear controller \( u = K \cdot x \), where \( K = [-1.6154 - 3.6644] \). Associated to this controller, it is obtained a quadratic Lyapunov function \( F(x) = x^T \cdot P \cdot x \), where

\[
P = \begin{bmatrix} 265.88 & 49.39 \\ 49.39 & 125.99 \end{bmatrix}
\]

and a terminal region given by \( \Omega = \{ x \in \mathbb{R}^2 : F(x) \leq 9.3353 \} \). The constant \( d = 0.3316 \).

In figure 1 the domain of attraction of the MPC with terminal constraint and \( N = 3 \) (\( X_3 \)) is shown. The regions \( \Gamma_3(1) \) and \( \Gamma_3(10) \) are depicted. It can be seen that the set \( \Gamma_3 \) contains the terminal region and that \( \Gamma_3(\lambda) \) is enlarged by increasing \( \lambda \).

![Figure 1: Domain of attraction of the proposed controller](image)

### 8 Conclusions

In this paper, a domain of attraction of the MPC without terminal constraint is characterized and asymptotic stability of the optimal and suboptimal controller is proved. Two procedures to enlarge it are given: increasing the prediction horizon and weighting the terminal cost. Since this region depends explicitly on the ingredients of the MPC, practical methods for designing a stabilizing MPC controller without terminal constraint are presented. The new results presented are relevant from a practical point of view, since given any stabilizable initial state, the prediction horizon and the weighting factor can be easily obtained and the terminal constraint may be removed reducing the computational burden.
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